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Making environmental science 
environmentally friendly
Follow the merm(AI)d 

Dr. Francesco Bongiovanni
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LuxProvide offers a unique 
platform that combines data 
science and supercomputing 
resources to help organizations 
increase the ROI of their most 
challenging innovation projects



• 5 operational systems in 
Luxembourg, Slovenia, 
Czechia, Bulgaria & Finland;

• 3 systems underway in Italy, 
Portugal & Spain;

• New hosting entities selected 
in June 2022, to host new 
mid-range systems and the 
first European exascale
supercomputer.

The EUROHPC 
Supercomputers



Luxembourg’s national supercomputer Meluxina



World-class supercomputing

1st in EU
4th World

10th in EU
36th World

June 2021, Accelerator Module





MeluXina User Software Environment

Compilers, Languages &
Performance Eng.

Parallelization tools,

MPI suites & acceleration libraries

Numerical & data libraries

Frameworks, runtime & platform 
tools

End user applications

Container system on MeluXina

Singularity-CE

• Docker & OCI compatible
• Non-privileged mode for improved security
• Support for GPU accelerated applications
• Support for creating and running encrypted 

containers
• Support for trusted containers: PGP signed & 

verified

• Enable users to easily control complete stack ---
REPRODUCIBILITY
• Users create tooling and pipeline on their 
infrastructure --- RUN PIPELINE ON MELUXINA

Bring-your-own software stack
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Green TierIV Data Center

• Certified 100% Green Electricity supplied from

hydroelectric power sources

• Optimised use of Free Cooling

• Biomass recycling representing a yearly reduction in CO₂

in excess of 27,000 metric tons

• PUE of the Data Centers constantly measured and

monitored

• Continuous improvement plan for Energy Efficiency

supervised by the government agency Klima-Agence

• Waste heat from servers used to heat office space and

preheat diesel generators
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Know your hardware

A100 SXM
FP64 9.7 TFLOPS

FP64
Tensor Core

19.5 TFLOPS

FP32 19.5 TFLOPS

TF32 156 TFLOPS

BFLOAT16 312 TFLOPS

FP16 312 TFLOPS

INT8 624 TOPS

Memory 40GB HBM2

Memory Bandwidth 1,555 GB/s

Interconnect 600GB/s

TDP 250W

7H12
Cores 64

Base clock 2.6 Ghz

Max. Boost clock 3.3 Ghz

L3 cache 256 MB

Memory DDR4

Memory channel 8

Memory Bandwidth 204.8 GB/s per 
socket

TDP 280W

Stratix 10 MX 2100
FP32 6.3 TFLOPS

Memory 16GB HBM2

Memory Bandwidth 512 GB/s

TDP 225W
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Know your hardware



AI-oriented profilers: Scalene

scalene python3 train_1gpu.py

Time spent in
Python interpreter

Time spent in
native code

Time spent on
GPU 

Data movement

Know your software



Zooming on GPU usage

Time spent on
GPU

AI-oriented profilers: Scalene

Know your software



scalene --json --outfile profile_scalene.json python3 train_1gpu.py

Using the scalene GUI (http://plasma-
mass.org/scalene-gui/), You can view 
the .json profile and ask ChatGPT for 
some optimizations ☺

AI-oriented profilers: Scalene

Know your software

http://plasma-umass.org/scalene-gui/
http://plasma-umass.org/scalene-gui/


Profiling with Nvidia DLProf requires some light modifications to the 
source code

1. Import the library 

import nvidia_dlprof_pytorch_nvtx as nvtx

2. Modify the main function
add the following initialization code : 

nvtx.init(enable_function_stack=True) 

Wrap the train function with this code: 

with torch.autograd.profiler.emit_nvtx(): 

3. Once you have done the modifications, just run: 

dlprof python3 train_1gpu.py 

This will create a couple of files, two sqlite files and one nsys-rep. 

AI-oriented profilers: NVidia DLProf

Know your software



AI-oriented profilers: NVidia DLProf

Know your software



AI-oriented profilers: NVidia DLProf

Know your software
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Destination Earth (DestinE)

DestinE will provide unique digital modeling capabilities of the Earth 
to enhance the EU’s ability to monitor and model environmental 

changes, predict extreme events, and adapt EU actions and policies 
to climate-related challenges.

Destination Earth factsheet
digital-strategy.ec.europa.eu/en/library/destination-earth-factsheet

https://digital-strategy.ec.europa.eu/en/library/destination-earth-factsheet




O3b MEO Constellation

• 20-satellites

• 10 user beams per satellite

• Up to 1.6 Gbps per beam

• 9 SES data gateways globally

O3b mPOWER: Reimagining Satellites
Terabit-level System for Cloud Everywhere on Earth

 11-satellites

 Thousands of beams per satellite

 From tens of Mbps to multiple Gbps per beam

 Flexible data gateways

O3b mPOWER Constellation



SES Proprietary and Confidential



Flood risk commercial maps from: 

● 3rd party Earth Observation data

● 2-D flood modeling (+ HPC)

Showing flooding risk likelihood of today

+ including climate change effects:

● Likelihood 1:10

● Likelihood 1:100

● Likelihood 1:1000

● Customized

Climate change-aware risk analysis

Running Flood Depth Maps at X10 speeds 

10x speed with CPU model version on MeluXina GPU 

nodes



@LuxProvide

Thanks for your attention

luxprovide.lu

Follow us 
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