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Context & objectives

Lots of satellite images - Impossible to analyse all images

=> Platform to automate task
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Detection model: Yolov5s

INPUT: Datasets DOTA,
Pleiades, Synthetics MODEL: YOLOVS OUTPUT: BB




Training of the model

mAP_0.5

e

>4y

DOTA 06
welghts w o
0.2
-;.; Epochs
77 20 40 60
' =7 O TL: Synthetics e [ TL: Pleiades
_9
. 0.994 > 0.81
Pleiades

Synthetics — Gain of using synthetic images



Active Learning (AL)

Until total budget / performance is reached:
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Query strategy: Ensemble
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Query strategy: Dropout

Image i YOLOv5s Prediction p

Dropout layer Desactivate some regions in the

convolutional kernel

Forward passes -
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Query strategy: Weighting with instances per class
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mAP
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MAP as a function of proportion of data used
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Future work

* Other method to take into account objects in one image

 Method to take into account quality of annotation
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